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;wAS I uhderstand the recent literatUre'on.computers?and

‘composition, the basic question addressed is the following: -

.l. What app11catlons do computers hove in the compos1tlon

classroom7‘

The llterature, 1ndeed has acreed Oon an answer: oday, word

process1ng, communlcatlons, 1nventlon text analys1s and 1dea

ar

pr0cessing, tomorrow, 1mprovements on’ those th1ngs and maybe a lot'

more. I am not happy w1th this answer j The list of current
applicatlons is confused for the useful app11catlons and the
'useless are lumped together 1nd1scr1m1nately (Some" of these.:'
;appllcatlons don t work and can Tt work others work but not in any
”way that is useful st111 others work and are terr1f1c ) The“
1mprovements and new appl catlons being descr1bed (see somezother
papers in this volume) are far less promising than 1s,generally,
"made outf | | .

‘I think 1t S t1me we started looklng cr1t1cally at ex1st1ng

V~app11cat10ns and at prom1sed future appllcatlons, asklng whether

they are really useful and if not, why not. If we are cr1t1cal we

¢can .save. a good deal of t1me and money today, by not spendlng 1t on :




»

" " question, - a quest1on which is log1cally pr1or to the first:

second question, however, has not- been ra1sed in the l1terature N S

o e

A~a:.?: T 23;Aprildl385-“,", L 2

'.useless prOgrams and even more tomorrow, by not spend1ng 1t on

development of 1mpOSS1ble or ill- conce1veq appl1cat1ons.

'The problem ,of course, is how to look critically.at

'appl1cat1ons , There are many cut there and each does sl1ghtly

dlfferent th1ngs ‘ If we tr1ed to evaluate 1nd1v1dual programs—~1f

T tried. to argue my pos1tlon Dy look1ng at 1nd1v1dual examples.of

each program—Qwe‘d get.lost T propose that we Can beg1n our -

‘cr1t1c1sm by develop1ng criteria for what could 1n pr1nc1ple, be

- useful appl1cat1ons We can in other words ask the follow1ng

question. .. . L ' T ;

2. What applications can computers have .in the_composition.

S

classroom? I ~ L,

. The first'question is a;question about what it wéuld be nice to

have computers do; the'second is a question about .what it is
possible to have‘computers do. )

. . . . ”’".7: ' ., N . ' . ) 8.
Obv1ously the second should have beencthe pr1mary question’ all

along, s1nce 1f you. answer the f1rst w1thout answer1ng the second

you waste time mak1ng_up nice appllcat1onS»wh1ch won‘t work. The .

P

“think I know why‘ People wr1t1ng about computers and compos1tlon

have acsumed that computers can do anythlng - ' : d -
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Thisfassumptionvis not\true."Computers.work in-a-pa-ticular

:way, just as automobiles do. The way they work makes the good at

- some thinus“and'badaat Others just ‘as cars are good at fl ing

=7

along freewaYs and bad- at flylng to the moon Just -as ‘with cars,

'if one wants to use computers effectlvely, dpe has to be vdry clear -
about what one wants to do with them (what one's’ purposes are) and

very clear about what ‘can be done w1th them (what the1r g,‘

capabilities are). o . oL f'i L

— e

What .are those purposes7 In general, - we (teachers of

'”compos1tlon) want computers to do two sllghtly d1fferent thlngs

e
~

We would like  computers . to make thg mechan1cs of wr1t1ng eas1er by

. fac1lltat1ng typlng and formattlng and by mak1ng 1t easier to get

'access to texts. The capablllty that we use when we turn computers - -

to these purposes is- the ablllty to manlpulate text Th1sa¢
—capabll1ty is used in word processors, formatters and'

; : commun1catlons progxams We would also llke computers to make the
text ' tself better by analy21ng the text and correctlng problems in

%Y

it}i The capablllty used here is the: ablllty to respond to or

analyze,text. Th1s capablllty is used in text analys1s programs
(which T will look at closely in the remalnder of thlS paper)

slnventlon a1ds and idea. processors ) In this paper, I want to

.l’a

_argue that we can«use_the computer effecfively'for the first -
'ipurpose, but we can't : for the second pr1marlly because computers Ho'f

are good at manlpulatlng text but bad at analyz1ng ity Slnoeg
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these capab1l1t1es won t change new. programs that make

‘programs that try to 1mprove the text won "t work Out at all.

\pos51ble w1ll claim that progress 1s be1ng made toward the goal

23 April’l98s . ot g
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-

'man1pulat1on of text even eas1er are prom1s1ng developments'

5 V.
IS
]

9. oy

Th1s is a strong cla1m, I‘admit -and 1t s a d1ff1cult one to

make for the follow1ng reason. Essent1ally, I am say1ng that it 1s -

‘1mposs1b1e for computers to do certa1n th1ngs -,It_1s, however,

;d1ff1cult to prove that Q 1sa1mposs1ble because»the fact that Q

~ ERN

hasn' £ been done is not sufficient proof People who do th1nk Q 1s

‘~(They will also, in my exper1ence "make nasty aS1des about how

;‘skept1csAlaughed at the Wr1ght brothers ) The'way to-argue qu” .

this cla1m therefore,-1s to look at~thewprogress that made’ If

progress . 1s steady, and“reach1ng the goal merely a matter of

'pers1stence, then 1t is reasonable to’ bel1eve that the goal can be -

o

reached If on the other hand, progress 1s unsteady because

researchers are constantly com1ng up aga1nst problems that aren t

: solvable (problems that 1s, that there is no reason, ‘1n pr1nc1ple

to think can be solved) and 1f 1n part1cular researchers in many

d1fferent areas. are com1ng up aga1nst the same klnd of problem,

5

then the burden of proof falls on the researchers, not the T

’«skeptics. T S ‘-. - . E ’

@
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;Syntéx and Semant1cs b d_” - ,‘: A .Qf

’ There is a problem w1th no obv1ou§?pr1nc1pled solut1on and -

“this problem is 1mped1ng progress It's a very serious problem

o

because 1t is buIlt in to the way computers work; there' s no way
around the problem unless you thange. computers. The problem 1s
th1s When computers try to analyze text——respond to 1t is the :

“term P w1ll use from now on——they don't do 1t the’ way we do.- ;"
d . .

-

S . R ' L ‘ v :
. When we look-at a text, we respond to it on the basis of its

[N

meaning. ’(Semantics and content are more»technical terms forfthe

same th1ng that wlll be used perlodlcally from now on. )" When -

computers look at a text they respond to it on the bas1s of 1ts
l .

shape.. (Syntax and form- are the equ1valent techn1cal.terms )

Th1s d1fference exists no matter what k1nd of text we are talkLng

A
2

about
3
;AVTake, for instance, the. lowly letter "AL" TO me, the letterc

2 v
1s a mean1ngfu] object + “When I type the follow1ng symbol "A,G L

am typirg the~letter "A.": When the computer responds to my.typing,"

1 _ . . : ‘

Don't worry, what I mean by "shape" will get clearer. I take
the word from Jerry Fodor. See "Method,log1cal Sol1ps1sm
_Cons1dered as‘a Resegrch Strategy in Cogn:itive® Sc1ence" in John
Haugeland ed. Mind Des1gn (Cambr1dge. M.I.T. Press, 1981).

2 C : ; -
If I were_Chinese, on. the other 'hand, it would. not be
~-meaningful; ‘it would be just a bunch of squiggles.

.

1
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‘ by displaying the letter' it only d1spIays ‘the symbol "A. ""As'far

as the computer is concerned

o

t0¢d1splay adb1t pattern that corresponds to the ASCII code lOl

-

You can see the dlfference if you cons1der what would happen 1f weq‘

o ° -~

changed the ASCII code SO that lOl corresponded to some Ch1nese

When I type the letter "ALT the computer would then
3
rather Qhan "A "

character

If the computer -

o

cheerfully d1splay squ1ggle

understood
' As,1t is,

"A" .

letter

1t would mnow it: had made a m1stake.,

the computer doesn £l fﬁ

3 -
e
“

.

Ty

z -

°

*

L

v\.

a

- The ASCII code lOl 1s 'a label——a sYntact1c 1nd1cator——of the =

j -

"A \The computer hever responds to letters~ all it ever

o

does is respohd to syhtactlc 1nd1cators,,to shape, not content

letter

: Whenever the computer appears to be man1pulat1ng mean1noful text
all it is actually do1ng is s1mulat1wg the man1pulat1on by

man1pulat1ng syntact1c 1nd1cators of the text In.the case of

' s1ngle letters there 1s a one-to-one correspondence between

syntact1c 1nd1cators and mean1ngful objects

FIEN

,s0 simulation” 1s qu1te

easy and very exact. In other casess, the s1mulat1qn is not qu1te

.SO0 accurate.

o

occasionally_produce different results.

3 . V . ’ o ,.’ - ‘

Those '0of you in the know recognlze th1s as an arcane version of
‘John Searle s Chinese Room argument. See "Mihds, Brains, and -

. Programs " The Bra1n and Behav1oral Sc1ences (1981 3), pp. 417-457.

N
K . . . . <
: 3 .

e

1t is merely command1ng the term1nal~'”

Respond1ng to the form and respond1ng t6 the content ;

3}




EY

Take, for 1nstance, the s1mulat1on done by th1s word— ) N

process1ng program If I type the letter "A " the computer
rel1ably slmulates my act1on by d1splay1ng the group of squlggles,

"AL" ) Cons1der, however what happens when I do someth1ng sl1gntly

. - = \ ’
more complex: I ask the computer to delete.th;s sentence -

backwards. - The sentence, the,meanfngfu]'object begins with‘the

’word'"Consider " The computer “however, only deletes backward to

[

the colon before the symbol "I. The computer looks for the’
syntact1c 1nd1cators of sentence beg1nn1ngs, a period or colon

followed by two spaces, ot for sentence beg1nn1ngs '(Reasonably':

-
-

enough in the case of l1sts ) Whenever such a sequence does not«

'beg1n a sentence, or whenever a, sentence beg1nn1ng doesn t have
. ! - ’ 4
that sequencé (I m1ght m1stype) the computerhdoeslnot simulate, -

P 1

'waccurately '~l B o s s ’
¥ M . o . > ' l . T ' *

If I were a computer programmer ‘I could 1mprove the _

. s1mulat1on'by f1nd1ng more. accuratersyntact1c indicators. I could,

a

for 1nstance label each noun verb pronoun, and adverb'in a’

L.
putat1ve sentence (mak1ng the’ parts of speech of. the words

-~

~

-, —— ‘
vrecogn1zabﬁe by the1r label and thus mak1ng them 1nto syntact1c

objects) and haveéghe computer look for word sequences w1th free;

.

nOuns and verbs preceded by a per1od and any nUmber of spaces
1Th1s would be d1ff1cult and the end result would be slow, but the

' f1nal product would be a more. accurate s1mulat1on Not perfectly~

’ Cos
1 v

o . 23-april 1985 S
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" accurate,

‘of colrse,

but pretty good.

qentences and letters are,

of course,

much the best targets for a 51mulator because we already

td

have syntact1c conventlons for labe11ng them Ob]ects whlch are,

so to speak more "meanlngful"——less determlned by syntactlc ,ff-

constralnts——are much harder to s1mulate,

and S1mulatlons, ‘ .

o

v
.t

- therefore go wrnng more often.

‘o

El

-

Th1s 1s the problem mentloned

the more ‘a correct response to'

’ above._ Thé more meanlngful a text

S !
a “text requ1res a response to the mean1ng of the text and the more

d1ff1cult it is to f1nd syntactlc equlvalents of the text whlch

w1ll allow a computer to®s1nulate the correct response ’ Thls rule

<

has several consequendes, which'I present W1thout proof. F1rst

h11e any part1cular text may in fact rece1ve the correct S1mulated

.

response,

it is not poss1ble to bu11d a system wh1ch can be refled
. "on to Iespond correctly every t1me. .Second the more d1ff1cult the ;
S1mulatlon the'less re11able it ;s.’ Thlrd '1n any appllcatlon'

d&ere the s1mulablon is unre11able, the user

correct the errors of the computer.

Judge the output before maklng use of 1t

utlllty of the program:zs lost.

*
L

v

By perfect,
well-informed person would.
different,

*

A

oo

to the meaning of a text. ‘ .

oo

has to identify and
Fourth when the user has to

most, if not all of the.

-

I mean-only that it would, respond as a reasonably
People make’ mistakes,
moreareasonable kind. .They are m1stakes .in respondlng

too, but cf a

-

.
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fﬁrhis rule depends on a notion of what “mean;ngful object"’andf
"fequires:a response to. the meaning of the text,“‘is; and without
going into, a lot'of’technical“philosophy[ those notions are .
dlfflCUlt to explaln p;ec1sely Fdr my pnrposes, however, ail you
need is an 1ntu1t1ve Leellng for what the 1deas mean, 'and'that I
can give you w1th the examples’ln the’ next sectlon ' There, I'11
" look at several di fferent k1nds of text analyzers ranking them
’WHCCOFdIﬂg to ‘how much they*need*to respond “to- the~mean1ng of- text —— ———
and sth1ng how unrellablllty‘goes up with the difficulty of the A |

- ta Sk e N ‘ PR - ,,f,,,,,f.,f,,, e

Text Analyzers: Spelling, Style, and Grammar Checkers

Programs wh1ch perform text analys1s have ‘been w1delj touted
They are,‘st ‘s sa1d a way of relrev1ng-both writer and’teacher_of
unnecessary, pa1nstak1ng“nork1 ﬂTheyjproVide;’morecver, a‘Wai.df
teachinc students to perform this work, since the checkers provide

instant feedback gngthe students' actual papers.’ 

These cla1ms certa1nly seem to have some merit in the case of-
spelllng checkers. Spelllng checkers, 1t~appears[ find mlgipelled
words for the teacher and writer, savingwbdth the ‘work of “
proefreading. Havrng a checker. avaiiabledmakes.it*easiervfgr bad
spellers,tc learn how tQ_spell; since they‘provide feedback; it can

egen_help good spellers.

13

L~
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Unfbrtunately,;the éppéa;ancelis roéier thén the.reéiity.
Spelling éheckersiaren't‘eﬁtifely 5;curate{ The reason for the‘;
 ina;curacy is.that thelspeiiing checkers dohﬁt work the way we do.
When we chéck spélling,'we look for méaniﬂgful obfeﬁts: misspellgd
wbrds.,.Spelling_cheCKérs; 6nttﬁé other hand, téke.each;discfete
symbol strina in a text and comparewit to a list.of dés;réte.symbol

.Strings called a:wordlist. If the°string is on-the wordlist, it is

§§5¢§€§?§iﬁi§;iﬁ,i?;??ti,it is sent to output,'whefe we call it a .

.misspelling; The differénce_inuthe Wéy the two works produces

inaccuracies. Words witch (e.g.) have been accidentally converted -

into other werds are not caught. Neither are misspelled words that
. & . . - . ) . » ' . .
have managed to creep onto the wordlist. . Correctly spelled words,

on-the othef hand, that are not on the lgst"qre caugﬁt._ Caughff,

tod, are non—Standard,_th acéeptable spélfiﬁés ("gagé" for '
""géﬁge") and noh~conventiogal forms of 'spelling (s—pjeJIfl). The

upshot: the list of»ﬁnmecognized‘Wordé doesn't corfesbdpd tq‘tﬁe }

Pl

- list of hisspelled'wofds.'

uSo?whét,“ yQu-might say; "the list is$ still usefpi."leot as -
useful as YOU‘might think. Consider, fof instance, Eigure'},-which
contains the list of pnrécognized~words.from:;he-second~dréft of
the'lond?r,version.of,this baperf- To pﬁtuit'mildiy,lﬁhéfe is a iot', p
of gafbagéfon this list. _Most,'fbrtunaﬁely,'ig obvious garbage.

o

The formatting iInstructions (Topmargin,_Pageheadihg, etc.), the

e

o
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'correctly. There dfe( in fact, no misspelled wbrds_bn'the list.

Does that mean that there are no misspelled words .in my text? By

23 april 1985 = S
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Bloomian
‘Bottommargin
"~ breadbox
: Fodor's .
fullpagefiqure .
grungy .
leftmargin
"LineWidth
- natatqQrium
-Pageheading-
PrefaceSection ,
Ref = : a :

N rote _A o S e
Searle , . : -
" tabclear
tabdivide
~teatime
. : Topmargin
" o o ' tudent .

-

Figure 1: Output of Spell-Routine Run on an Earlier
S ' - Draft of this Paper '

P

proper némes, and the obvious gabsw}n.the word list (natétorium),_

and’htudént" seem to_be typos; "featime"\andxfbféadbok" might
really bé\misspellings. Unfprtﬁnately,.they’re garbagé too,
"Roblem" and "tudent" are produced;by vagaries‘in the UNIX

operating system, not bj’me;'"teatimeﬁ and-"breadbox" are ‘spelled

I3

no means.

- fall into that caﬁégotyq- Some, thévef,'js less obvious. "Roblem"

~
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So what have I ga1ned by us1ng the program? ‘I've'wasted'some
t1me running +he program (wh1ch is, understandablj,'slow);.Itve: |
‘'wasted time hunt1ng down apparent errors; I've learned nothing knew
(oops), and I still have to proofread This is, "in my'experience,
tYpical and for that reason, I ve stopped us1ng the program
,Other program deslgns are - somewhat easier to use--we have an
lnteractlve speller now——but the problem remains the same and so

'fdoes the result. I don't use it.

'betime pause for'a.moment-and‘point.out*the‘structureyof my
W,response to the program. jBecause the program-is not accurate I
need to adjust my -reactions to the 1naccuracy, the first- th1ng I
must do is judge the’ correctness of the program S output Usually,
that*s, pretty easy to do- but 1nev1tably, there are some p01nts
where my knowledge is 1nsuff1c1ent and I can t tell whether it'"s.
rlght _I then have to f1gure out who is r1ght Because»I
understand spelllng and 1 understand how the computer works the
effort 1nvolved is not too great | Stlll( I must expend thlsfeffort7
xbefore I can beg1n to use the progrdm All-in all’ l'find'that
u51ng the sort1ng through the garbage 1s not worth the effort

espec1ally since I ‘can't’ be sure that the output 1ncludes all the

‘_possrble m1stakns;

A normal response to thlS descr1ptlon of my problem is the

follow1ng f"Sure,.you don't ‘need a spell program. But what about’

i
o

-




the people who really.can“t spell?" . Yes, they have more

d1ncl1nat1on to use . the program and in the long run, ﬁhey may use o

it more. But they, too, have to sort through the garbage f1rst

And for them the - sort1ng 1s cons1derably more d1ff1cult ‘For one-
th1ng, the l1st is longer. For another they know less about . |
.spell1ng than I do, so there are ‘more po1nts where they must check
~on the program _ Remember they are less able to tell the

difference between words that just aren t on the l1st and words -

' that are m1sspelled So for them, the spell1ng checkers are much-

. more drfflcult to_use. *

For the bad speller 1t is st1ll worthwh1le to expend the
effo t but for all but the ded1cated ‘bad speller there are
"dangers. Here 's one:I've see The bad speller gets a l1st of
,doubtful bad words and rather than f1gure .out when the computer is
‘wrong, he changes every entry to some other word ) He exc1ses a .
l_word from h1s vocabulary rather than try1ng to f1gure out whether

it is m1sspelled o C .llp

o

3

why}‘despité'the problems, is 1t worthwh1le to use the spell -

‘routines? There are three reasons:

[
L3

} They are relatively accurate, so the barbage’ratio is

fairly low..

-.They can be used to find inadvertent'errors.' I often

8

23 April 1985 S & T
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vaccidetnally (e.g.) misspell wordsr o
vf The rules‘they follow are strict. When a word is

misspelled, it's misspelled; that' S’ all there 1s to 1t.

You can see, though- that if any of these condltlons are not

_met, then it makes much less sense to do the work requlred to use

t

h the program. | o ,’b B ?l,ﬂ

-With'other text analyzers, however, none of.thése‘conditions
,are truef ‘The reason they arevnotvtruefis that other'text'

_analvzers are look1ng for. features of prose that don t have such

s1mple 51mple syntactlc 1nd1cators, features of prose that are .more --

T ’ .heav1ly determlned by the meanlng o ' ' . _':‘

~To show‘you what I mean, let ‘me take a. look at two text
analys1s programs that are widely cons1dered to- be the stateuof-theh
~art: STYLE and DICTION, two of the erters Workbench programs put
out by:Bell-Labsu . - |
STYLE.descrlbes syntactlc features of your text:. .lnumber of
v words, number of sentences, k1nds of sentences, readablllty, ‘etc.
. It does th1s pretty much the way T descrlbed above. The program

,has a list of parts’ of speech of each word (these are the syntactlc.

“1nd1cators)tand.a list of sequences of parts of speech. It runs'




fprev1ous paragraph (Flgure 2)

‘New Jersey: Bell Laboratorles, 1980) . 10.

23 april 1985~ . .. .. . 15"

your text through these lists and endS‘up with-a count.of the

. sequences. These are. then analy7ed and d1splayed Accuracy is not

, great}ﬂas'you m1ght 1mag1ne but then again, accuracy is'not really"

5 .
the issue with th1s program Conslder for instance the output

iof the STYLE program run on. th1" artlcle up to the beg1nn1ng of the

e

As you can see} the issue is that the_numbers”don“t tell me.

anything useful. Given'my'purpOSe and audience; I'can't'tell'f

'—whether a Flesch readlng oF 10.0 is good ‘or bad. (It'varies;.by

“.the- way, by more than a grade level from draft to draft.) I can't

tell whether I should 1ncrease or decrease the number of

vnon—functlonal wordss I can't tell whether 686 subject openers 1s

in line or not."I'm detting syntactic 1nformatlon all r1ght but -

the 1nformatlon 1s not useful unless 1 can relate it to the -~

‘ content but relat1ng 1t to the content 1s just what thls program

d'can t do. It couldn t relate it to' the content unless there were

o

str1ct rules connectlng syntax to semantlcs (as there are w1th -

L%

5 _
- Lorinda Cherry est1mates that the type of each sentence is .
identified accurately about 86.5% of the time..  Her sample,

however, was only 20 technical documents. Authors of programs,

moreover’ tend to exaggerate, so we can assume. it is somewhat less.

L. L. Cherry. and W. Vesterman, "Writing Tools - The style and
diction Programs," DICTION" in The’ UNIX User's Gu1de (Murray Hill,
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: readablllty grades-
(Klncald) 9.6 (auto) 9.9 (Coleman- L1au) 10.0 (FLesch)

~10.1 (59.6) sentence info:

no. Sent 163 ho. wds 3081

av sent leng '18.9 av word leng 4. 65

no. questions 6 no. .1mperat1ves 0

no. nonfunc wds 1705 55.3% av "leng 6. 12 ’

short sent (<14) 37% .(60) long sent (>29) llﬁ_(18)

longest sent 84 wds at sent 1; shortest sent 4 wds at.

‘ sent 24. ' : , oo
sentence typeszs-

simple 38% (62) complex-39% (63)

compound 9% (15) compound complex 14% (23)
word usage: ,

verb types as % of total. verbs

tobe 41% (169).aux 18% (75) inf 15% (63)

passives as % of non-inf verbs lOﬁ (36)

types as % of total

prep-9.3% -(287) conj 2.7% (84) adv 6.5% (200)

noun 25.6% (790) adj 13.5% (416) pron 8.9% (275)

- nominalizations 2 % (47) : .
sentence beglnnlngs. : :
subject, opener: noun (52) pron (28) pos (0) adj (ll)
, - art (20) tot 68% e e

prep 6% (10). adv 10% (17) .

expletives 3% (5) .

o Figure 2:¢  Output of STYLE Program Run on th1s Paper
N ’_ : up to- the Prev1ous Paragraph -

7spelling checkers) (Not1ce by the way, ‘that one is unllkely to

41nadvertently produce m1stakes that are 1dent1f1able by the-

¢
«

:Program. . « : . _ ; SR

. The makers ofﬁthis‘program,would agree with me, but they would
‘argue that I am demanding'too“much of 'it. The program "is not

¢

designed for such sophisticated users; it's designed for somebody = -

20

verb-1% (2) sub conj 9% (15) con] 26 (3) _‘ ST S
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jwho might have a Flesch readabll1ty of 15 0 (the authors of the o
"Federallst‘Papers, 'says Cherry, p} 9) or somebody whose average
sentence length is 38.4. l"Jart of your objectlon _they might say,

1s the fact that the output looks so 1mpenetrable. 'But -that

‘ problem has been f1xed outputs'are)better and more ekplanatory.
People are told that an average sentence(length of 38.4 is way”out.
‘of-line, and are asked .to rewr1te.-»"Unfortunately, though 'my
,ObJECtlon remains. People whose numbers are flagged for good
reasons are not llkely to be helped in any fundamental way by this
syntactlc flx, bv putting in a bunch of perlods. Yet they are

- precisely the people whose understand1ng of Engllsh'is‘bad enough.
Vthat they would take:the computer, at its7word and attempt toffﬁx'
'the-text in the way suggested .Even'for ‘them, the syntactic
1nformatlon must therefore be made mean1ngful in terms of the

‘ content for 1t to. do any good They are’ thUS caught 1n the same
bind, mentloned before. They need to be able to 1nterpret the
output, before they can’ use the program. ' '

The bICTION program.Catches WQrds‘that ought to.be eliminated_;
n"or oughtyto have another_word (gdwen by'the.EgéLAlﬁ programL
bsubstituted for_lt..'It wonhs much as spell routines do, with
different wordlists.. Flgure 3. shows some of the output of the
ADICTION program run on an earller draft of th1s artlcle up to the
same p01nt. Let me cautlon you that I wr1te in a somewhat breezy,r
slangy way, and that the erter s Workbench is not partlcularly

]
~ N




 sympathetic to chat kind of~style}d5
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-Like *he SPELL, program~ DICTION produces'output that is

1naccurate ("ludlcrOLs“ mlght be a better word) SO 1naccurate that

it. 1s useless.' Would the program be more useful to others7

,Perhaps but the probIem of sortlng through the garbage 1s much

more. diffacult To use the'program~properly, the wrlter must be'

able to d1st1ngu1sh between correct and 1ncorrect flags, perhaps by

L subst1tut1ng in the word suggested by EXPLAIN Certalnly, obvious

“ garbage, like recommendlng that meanlngful" be ellmlnated in the.

sample sentence, can be caught th1s way., But what about the rest?

‘.Almost none of the- recommended substltutlons have the status of

v

absolute rules, the way recommended changes in spelling do. The
correct substltutlons are merely cons1dered better by most educated
wr1ters So; in order to. d1st1ngu1sh between the correct and "the
incorrect but po s1ble subst1tut10ns the wr1ter must have a sense
of what most educated writers think 1s correct. The'wrlter must,

in other<words, be the~sort of person~who~doesn t”really need'the

program except to catch 1nadvertent .errors.. Ifﬂthepwriter isn't,.

each flag poses a formldable problem. ‘o

s
. -
.

In the or1g1nal documentatlon for DBCTION Lorlnda Cherry saysu'

‘that in-its first release, between 50 and 606 of the recommended

,correctlons were actually (oops7) made She thlnks that that is a .

I

0
RS

a
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We can in other words,;ask ‘the follow1ng question, a question
*{ whlch 1* is log1cally *[ prior to ]* the first question.

ThlS *[ capaolllty]* is used in- word processors, formatters,‘and
communlcatlons programs ‘

*[ Essentlally,]? I am saying that it is impossible for
compt rs‘to do 'ertain things. -

It 1s, however, d1ff1cult .to. prove that Q is 1mposs1ble because
*[ the fact ]* that Q. hasn t been done is not *[ suff1c1ent ]*
proof . _ . - et e

 When we ;ook at a .text, we respond to it *[ on.the basis of
1* its meaning. . :

] Th1s dlfference ex1sts no. matter what *[ kind of ]f text we
are talklng about. : - .

-Whenever the computer appears to be manlpulatlng
*[ meaningful ]* text, all it is *[ actual]*ly doing is 51mulat1ng
the manlpulatlon by man1pulat1ng syntactic 1nd1cators of the text.

%[ In.the case of ]* s1ngle letters, there is a one-to-one
correspondence between syntact1c indicators and-*[ meaningful® ]*-
“objects, so simulation is *[ quite 1* easy and *[ very ]1* exact.

'.Flrst wh11e any partlcular tcxt may - *[. in fact ]* receive thﬂ
correct- s1mulated response,‘1t is not poss1ble to build a- system
*[ wh1ch ]* can be relied on to respond correctly every time.

- Fourth, when the user. has to judge the output before maklﬁg use
.of. it, most, if not *[ all of 1* the Utlllty of the program is
'lost.v e t

‘For another,, they know less about spelllng than I do, S0 there
are .more p01nts where they must *[° check ‘on ]*. the program

~e

The program is not designed for such *[ sophisticated. ]* users
1t S. des1gned for somebody who m1ght have a readab111ty of 130

8 *[(the authors ]* of the Federallst Papers
~ somebody whose average sentence length is 38.
sentences 228 number of phrases found 59

says.Cherry),orJ S
" number of ’

Output of the DICTION Program Run on this Paper

Fiqure 3:
T . up-to the.Previous-Paragraph
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slgn of tpéfprogmamlsﬂusefulness;iHOn-thé contrary.‘.lf Lhe,
printout:aboye-is any lndication far more than'SO% of what it
catches;is garbage These,sclentlsts at Bell Labs must not know
'the rules and are taklng the computer s0word for it. | They are
doing ‘the same th1ng the bad speller»does abandonlng their
'bnatural correct way of speaklng because they don t understand the

<

program or are too lazy to contradict it.

e

You.can' of'course,?teach~people‘how to use'these programs
_correctly - When you “do, you have also made the program useless,:
-.s1nce‘people will then have learned (pretty much) to recognlze
these problems in the1r own prose, and when only 1nadvertent errors
' remaln the garbage ratlo i% +oo h1gh Th1s is not such a bad
result but it's also not a very 1mportant one. It<takes time- to
.teach people how to read.thls analysis cf syntax, time to teach
them the llSt of eas1ly d1spensable words. - That-tlme-must be'taken
from other pedagog1cal tasks I certalnly never took thlS t1me in.
the past and I don t see why the sudden avallablllty of thlS
program should change that decision., I should add that teachlng

the use of th1s program is not completely stralghtforward - Lorinda
6 ' :

'Cherry s 1dea of correct usage is not m1ne S )

2 N 6 ) ) :
D6 the un1nstrUcted actually use these programs7 In a year and

a half of working in the computer rooms at M.I.T. I have never , =
seen anyone use. the STYLE, or DICTION programs. .’ -

o4

. . . . . Sy , ES
> ] T ; w n
. .
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'Tndeed I think both programs are something of -a distraction

v

LR
They g1ve people the idea. that us1ng these programs is an eff1c1ent
way of 1mprov1ng one's . prose. It's not particularly One problem»v
I have with wr1t1ng th1s paper 1s that I am constantly hav1ng to
run the'DICTION program since I want it to show sentendes that you.~

recognize LI amz'in other words, constantly rev1s1ng the sentencesﬁ

-

that DICTION IS flagging Am I making the corrections it suggests?
Clearly not. I am. chang1ng other things. Am I changing those
sentences more than "I'm chang1ng other sentences _I‘thlik S0. .+,

When, I read the sentences that have been flagged, I.noticeﬁthat
; S SULT , - ‘ o e
things are erng with them, and I change the‘sentences This

suggests that randomly flagging sentences will produce more and

'f‘\~\< better corrections ‘than running the DICTION program L A : .;f

w 2
V.

6

o

DTCTION ‘and STYLE are still d01ng very crude analvses of

texts. Would a more powerful program be better7 I have seen one

j‘such program +IBM' s EPISTLE EPISTLE 1mproves on the .crude
analyses done by the Writer s Workbench programs by 1nclud1ngﬁmore’
- fine- gra1ned Lists of syntactic sequence and adding syntactic
;' " indicators of semantiC'content, Thus, EPISTLE,w1ll pick out
éf_, witch/which spelling”mistahes; because only-one is sYntacticallyf

posSihle,‘and'it'Vill pass "do not know whichiis'better;" because

PR

it correCtiy anaIYZes the fuaction of which in that}sentence;“It B

wﬁﬂlgcatch_"gy’father,eat turkey’ on Thanksgiving" and might even
“catch "My father eats grdhite on Thanksgiving;" These are notable

e
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accompllshments- grammar 'is very dlfflcult to. ana1yze because it’s_

h1ghly mean1ng dependent Stlll “even though spel}lng accuracy

- 7

-goes up, overall accuracy goes down, In the demns nstratlon I saw .,

the makers claimed that the program caught 70% of the errors in

: b"typlcal bu51ness letters o That means, of course, that the

- garbage ratlo was 705 and that it mlssed 30% of the actual (oops7)

>

&

P [}

»

Is that acceptable? Surely, only marglnally The same

"dynamic is at work here. . The person who 1s .good . at grammar doesn t

2

.need:it- the personJWho is bad has more garbage to prck ‘through and

- ¢

doesn t have the resources to dec1de the questlonable cases.

.

EPISTLE does’ prov1de -on- 11ne explanatlons {of Grundlan s;rlctness)
but if you thlnk about it, .even that can 't be much help In the.

questlonable cases, the on 11ne explanatlon is no more helpful nor

LB

"can it be, than the grammar book s or. our own, and you-know

perfectiy'well how helpﬁul they are, (Notlce,'of course, that our

explanatlons are.con51derably more trustworthy than the computers

"With our ob1ter dlctah the student at least knows that the

Judgments are cons1dered and thus a student has some motivation

for trying\e@-understand us. Wlth~thrs program,»the/;udgments are ;o

nof'neCeEsarily,reasonable, and so the student can hate no such )
. . ) . — . * . & . ) ) N . . T ‘7

. Lo . - . c ‘ <

March 10, 1984 .. RS : | R -




‘companies who can ‘afford it In such organ1zat1ons;~1f my

~.rather than used. Wrbters will be requared by harr1ed superv1sors

. Seriousness of the the 1naccuracy Teachers.make m1stake°“

" text Computer responses are not reasoned they apply ent1rely
{d1fferent rules to a collectlon of symbol str1ngs. -Most of the

't1me, the two.k1nds of appl1cat;ons correlate..,Much ofvthe time,';‘

'noted computer researcher told me This is unden1a

=~
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‘motivation.) The questionable cases, remember, are what matters.

The obvious garbage'isjnothuserl. The obvious mistakes, the -

mistakes due to inadvertence, are not‘worth‘the'effort of catching.

I should add that EPISTLE is not really.meant for us. In its
current version, the. program takes enormous amounts of ma1nframe‘

time. just- to analyze a page. The program is meant to be sold to -,
»experience-is any guide' the program s’ likely to be 1mposed

to have a Flesch score below 9 and -no, more. than 27 flags per page

- . . s
. 7 B ’
. : . :

- %

Can Text.Analyzers_ge Made Better? T e ' E

. -
. © -

"When I presented this argument. at the €CCC conve tion, there ﬁqhq'

»

: -
were two reactions- First people tr1ed to mipimize the

&

doesn ‘t address the. d1fference betweéA the kinds -of he mistdkes

the two make People always make reaspned m1stakes- the1r
reactions are, based on some reasoned appllcat1on of a rule to a

o - . N

’

they do not. .'When we try to evaluate a person's mistake we are S '

always respond1ng to the1r understandlng of the rule ~and the

<

- B . . - . P

4

ar

2
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meaning.. When we try to. evaluate the computer s, we must first try

to- figune out whether there s a correlation error Not S

surprisingly, 1t takes more knowledge and effort to'do the latter,. e

‘and the project is not as rewarding. _ o
. The second reaction is more important. People want ‘a
§ - N B . .

itechnical'fix for‘the:oroblem;‘they fiéure*that.better-proorams
'will.solvénit.f-ThiS"is'atreasonable reaction but 1t usually
betrays a lack of understanding of the magnitude of the problem.
Let me try to: give you an 1ntu1t1ve sense of how b1g tlre problem
is,' Any progran that gives an atcurate s1mulation of a response to
’fmeaning must, at the very least, be.ableéto parse,sentences A
correctly; .The only way one can do this is.to extend the'approach -
that EPISTLE takes} Qonsider, theny how' EPISTLE might parse the o
following sentence.p | o o ' '
1. The car:hit'the_man in_the’street.

The problem, for;the moment is to- figure out the function of

the street,""so that the computer can choose correctly between the L
k'potential response strings, "Why did it hit the man there7" and.
;Why did it h1t that man7" There is a constraint A programmer

. can just arrange a correct response to this string by fiat. What

we want, however 1s -a way which .also allows us to parse similar

sentences, like the following:

2. The car hit the man in the side. .

'
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3. The.carfhft the man in the tree.
4. The car hit the man in the park.

5. The car hit the man in the play.

'S

) 4 The ‘basic way of solv1ng ‘the problem is to multlply the number
'of 5yntgct1c 1nd1cators A computer sc1ent1st mlght first class1fy
all nouns accordlng to whether they deflne locatlon 1n space (park
street) locatlon 1n the body (s1de) locatlon in act1v1ty (play)
orlno location whatsoever« (Most nouns fall 1nto the latter class,
e.g., "the car h1t-the man ;n the noun. ") Such a cLaSs1f1catlon‘
‘would necessarlly be 1ncomplete ané amblguous; but 1t would be a
“start.’  When the computer encounters a. preposltlonal phrase llke
;"in" wh1ch takes a locatlon noun as its object Site would
zlmmedlately consult th1s llSt ‘Nouns wh1ch were not locatlons
.would generate a query. . Nouns wh1ch could be locatlons would thenﬁ

generate an lnvestlgatlon of words in the rest of the sentence

wh1ch had prev1ously also been class1f1ed The program- mlght then ,,ﬂ;

’look for correlatlons between types of nouns and types of

©

with hlttlng -l _; L o T -

This_wouldn't; of“course,'prodUCe accurate_results,'so the

. computer sclentist would have to build a more complex svstem, one

0N
val

locatlons. "Slde" would go w1th man, rstreet"'wlth car; thevrest~"




"that also took 1nto account the verb and 1ndeed took into account ST

' since each of those produces a- qu1te d1fferent analys1s when they .
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the spec1f1c noun-verb conjunct1on ’ Such a system, if it were to

be general “would be stagger1ngly,large. Its granularity would

'have”to be so‘fine that it could3accurately distinguish among "The .

‘car hit," "The boy hit," 'The car -passed,” and "The'boy passed,

‘are coupled with the original f1ve prepOS1t1onal phrases Even

when the computer sc1ent1st has put "car hit™ 1nto an "acc1dent"

= category, "boy hit" . into a "f1ght" category, and so on, and

L attempted to structure the categor1es so that‘ 'man”.and locatiOn v

4;nouns would fit together with them: he still has problems it o

| usually go overr1des th1s class1f1catlon and forces us to suspect,

I3

looks very much as if each noun must be f1t to the event

_separately "In most cases, one would want to class1fy "tree

"park," and street as similar locat1on nouns and treat them' .. .;\'
together" But 1n th1s case, our common sense about where,cars‘

that "in the tree" 1dent1f1es where the ‘man had been ‘ot'the”ﬁmv

'locat1on of ‘the event Similar problems occur- even w1th a word "~ .

l1ke "side. "M1ddle " for instancé, m1ght usually be class1f1ed”
with "side, but that class1f1cat1on would not have enough_

granular1ty to take care of this problem "The car hit:the man in .

: the- m1ddle" means someth1ng ent1rely d1fferent or consider what

‘"The car h1t the man in the east side of ‘the parking lot," "ihlthe o

happens if "s1de" is appropr1ately mod1f1ed In a sentence;like

s1de" hould be parsed in the same way that 1n the street" would

LN

@
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‘be.

Not1ce that even if we have a system that produces the: correct

N s1mulat1on 1n all these cases, that does not preclude fa1lure.,,If'
the prev1ous sentence were,."Two men were walk1ng s1de by side, one

\ on- the s1dewalk and one in. the street "then the pars1ng of the"

T

. or1g1nal sentence would be 1ncorrect

1 a

=

The Overal% Prospects for Successful S1mulat1on or Successful Use SRS

of Programs That Slmulate—
It! S easy to.get lost in’the details, so,let me sum up. The
_problém with computer simulation of response to meaning is that

it's inaccurate The ex1stence of any 1naccuracy of th1s k1nd

requ1res that the user analyze each output for correctnessﬂof, S

PSR

,s1mulat1on before analyz1n =3 ance of the output to the .. -

-—

.~ USEF'S text: Correct analys1s of the problem cases requ1res so

much knowledge that the user 1s unllkely to- need the analys1s 1n 7

the f1rst place,'espec1ally s1nce the amount of obv1ously 1ncorrect

,

analysis (garbage 1s usually 'high. Those users who don t have =~ -~

th1s knowledge are arguably damaged as much as they are helped by
c
such programs And spend1ng thﬂ time: necessary to learn them is

arguably not product1ve - \ . ; SR L 'i:;~ o

' - . o . [

7 ) Y -

Though I have not shown th1s here, . the argument appl1es to

other k1nds of prognams that 1n fact respond to mean1ng '1nventlon

o
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w1th or de51gn appl1catlons that requ1re syntax to 51mulate .

23 april-198s . . - 1 g

o argument-—the detalls matter Each klnd of 51mulatlon of meanlng

* 9

"fails in a.dlfferent.way.. ‘ ;‘ — _"d | ' o s

The obvious solution -i% to improve the accuracy of the

[y

programs,"-If.wegdon'tnhave @% check-the’simulation each time,

,'because it's ”erfect then we can rely on the anal sis and ‘'work
| P y

with it. In the examples I've g1ven I've tr1ed to show how very

_d1ff1cult that is even. w1th one sentence I’ ve also tr1ed to show

sentence don t necessarlly apply to other sentences so that any

mfully accurate system has to bu1ld 1tself up sentence by sentence

This really 1§ the-heart of the»matter Syntax (form) just doesn t-
have much to do w1th semantlcs (content) To ask syntax to

simulate semantlcs is rather l1ke asklng a snall ‘to fly

The consequences are very 51mple If people do try to work

Yes, 1idea processors do respond.to meaning, as I show in my
"What Do Idea Processors Process?"_m

9 . : N .
See my "The Future of Computers in Wr1t1ng and the Teachlng of

Wr1t1ng," in Stra1ghtforward ertlng, forthcom1ng

32

——
programs, template programs (a dutlful son of - 1nventlon programs f*?
for teachers ‘or managers who want to be’ sure they get it r1ght)
. 8 -
even idea processors _ Interestlngly enough——and 1mportant for my
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R ““semantrcs~—the¥_can_only_‘ake ‘that appllcatlon work by acceptlng a’
_\‘*..

\
1 ’ \\ .
T certa1n amount ‘of - 1naccuracy "and by work1ng W1th enormous num eTs——-

of problems on a case by case bas1s Whenever the number of
'pOSSIble sentences is, large or the amount of work 1nvolved in
vdlsentangl1ng the mean1ng 1s great attempts at s1mulatlon get
overwhelmed. Any person who de51gns a s1mulation needs to say how

. he or she 1s g01ng fo get around th1s problem
The slmple way of see1ng whether I am r1ght is to read the

: other papers in this volume Many ofwthem are confront1ng the
yproblem of 51mulat1ng response to’ meanang, each of those
researchers flnds that the problem is a serious 1mped1ment Each
researcher has h1s or her oWn way of gettlng around the problem,
but none of them solve the problem and none escape the
consequences I describe - I wrote th1s paper, by the way, well

abefore I had’ ‘read the other papers - ; "._, o : o o ..

I did;.however; have a clue about'what would be ln;them.‘ So

,far,'myxargumentbrests on the obvious difficulty oflgettingj :

_ semantics'to-simulate‘syntax.d "But," '‘you might say, "how do I know
that the difficulty'is so great. Maybe computer sc1ent1sts,'in |
part1cular art1f1c1al 1ntelllgence spec1allsts can tell us --
somethlng more. My argument however is actually a little-

_stronger than that because it's partly based on the record of

art1f1c1al 1ntelllgence research ~In AI you see, preclsely the.
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problem we.are concerned with the problem of response to mean1ng

: has been central s1nce the beg1nn1ng Three of the. central

0

“f—problems‘in‘n%~#language translatlon, speech recognltlon, and

R - computer~v1s1on) require solut1ons to the mean1n —eblemi_\yone of

the_centralbproblems have been solved; all prov1s1onal solutions

are’merely conyenient ways'of coplng'with,limited problems,'not
qbprincipled7solutions; 'And'AI;reSearch ;s thirty years old. |
:Skilled:computer scientdsts have been looking for thirty years for
‘the solutlon to the _problem we are jUSt start1ng to encounter, -and
they ‘haven' t found it. Clalms. therefore, that progress 1s be1ng

>_made should “be looked at W1th a jaundlced eye.

5

My lnterpretationpof_AI;'an~lnterpretation which follows .
Dreyfus, ls quite;pesslmlstic- But even the~moStvoptimistlc ' |
proponentsxof Al acknowledge that solving;the meaning~problemf

’xgetting computers.to.simulate responses to the meaning,of texts, is .
probably thewhardest problemﬁfacing.AI,‘the.problem that‘wlll'be
solved"last . Patrick Winston, a‘noted prOponent of AI, -told me;
when I d1scussed computer programs to help wr1t1ng, thit it would

be th1rty years before=a_solutlon 1s.eVen approached, . You cad

.4

l"o oo . . . ) Tt . . : . . . . ’*.\_
The standard account of progress or lack- thereof toward. the
‘goal of. solv1ng the meaning problem is Hubert L. Dreyfus, What
Computers Can't Do (New York: Harper & -Row, rev. ed, 19795_ :

Personal communication, March 13, 1984. -
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Jsafely-assume this:is a minimﬁm, notta»maximamuffgureu.‘ L
' This simple fac; is not a caUSe'for{aespéir or even alarm. /Tt
"should acgually be:enc6uragingaV Knowing:tﬁaf we can't efféctively
~M‘“\zrite:programé that?fesbond.to’text; wé cgn“difect our enérgié§
t;;;;a‘BS?e‘f?ﬁitfﬁii~ﬁggg;ggggfiblé goal§; "We can ‘make better
oﬁ—Iiﬁe eaitofs,.bet£ersystems.;;;NESBﬁGﬁTbEtTOﬂTQbEL£étm;”» 4
 word-processors.. That is whéé I thinkAWe sHould>do. It is hoéj“ "
'deeyer, jusﬁlmé,whbrthiﬁks so. I Qent?aroUndbﬁhe Al dépaftmenf*af'
o, " MIT soon after I wrote this ?apef,ﬂandll.askedQEHEm &hat éfqiécté'b‘
| we in.thé Writ}ng~Program,should uﬁdértake; ”Hﬁhat kindszof; | |
programs - should Qegiye,students;'I'asked."” Here are éhswefs from
two»hoted‘éémpdter scientisfs,-whom I‘willjlet hévé the last word.
Beﬁtéf.wordjproéessor B : -
‘ o R ——,Jqseph,Weizenbaum‘
B  Better word prOcessQrs‘ o - L
' _ : Ty ~=. Douglas. Hofstadter
X




